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Data solidarity: a blueprint for governing health futures
 We live in an era of inequalities, many of which are being 
increased by digital technologies. Moreover, as noted by 
the Lancet and Financial Times Commission, “business 
models based on data extraction, concentrations 
of power, and viral spread of misinformation and 
disinformation represent defining features of the 
current phase of digital transformations”.1 At the root 
of these problems lie corporate practices but also public 
policies that allow data processors to accrue profits at 
the cost of people and communities. Individuals harmed 
by data use often have no access to remedies, either 
because they cannot prove who and what caused the 
harm, or because no law was broken.2

Against this backdrop, regulatory frameworks that 
seek to prevent harm mostly by strengthening the 
control that individuals have over their data are not 
enough. Although individual control is important, it 
cannot address the vast power asymmetries between 
data processors and data subjects. Neither does it 
respond to the fact that in the digital era, harm—just as 
benefits— can affect wider groups of people than only 
the primary data subjects from whom the data comes.

Solidarity-based data governance—by strengthening 
collective control and ownership of data—helps to 
ensure that the benefits and costs of digital practices 
are borne collectively and fairly. Next to preventing 
harm, data solidarity foregrounds the public value that 
specific instances of data use create. Data use creates 
public value when it benefits people and communities 
without posing grave risks (figure). Data use that 
creates little or no public value but poses substantial 
risks should be prohibited, with fines severe enough 
to deter even powerful corporations from breaking 
the law, and effective enforcement. Data use that 
poses no grave risks and is likely to benefit the public 
substantially, in contrast, should receive more public 
support (figure).

In this manner, data solidarity complements and 
helps to realise justice. It seeks to ensure that people are 
protected from harm, and proposes ways of owning, 
overseeing, and governing data beyond the individual-
focused model.3,4 It consists of three main pillars: 
facilitating good data use (pillar 1); preventing and 
mitigating harm (pillar 2); and returning profits to the 
public domain (pillar 3). 

Data use that would create considerable public value—
often in non-profit health research—can be very difficult 
or even impossible to carry out because regulation is 
unduly onerous, or due to financial, technological, or 
practical barriers. Data solidarity requires that such 
data uses receive more public support by removing red 
tape or by providing financial and practical assistance. 
Examples for how this could be done exist.5,6

Concerning data use that poses grave risks to 
individuals or communities, in contrast, data solidarity 
requires making use of the full force of the law to 
prohibit such harmful practices. For large corporate 
actors, the costs of breaking the law must be increased, 
such as by multiplying fines for repeat offenders 
and by improving cross-border cooperation in law 
enforcement. At the same time, some risks will remain, 
also in the case of beneficial data uses. When people are 
harmed by data use, they need remedies that are easily 
accessible and effective. One way to reach this goal is the 
creation of harm mitigation bodies at regional, national, 
or supranational level that would complement existing 
legal remedies.2 
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Where commercial profits accrue from data use, some 
of these profits need to come back to the people and 
communities that enabled them in the first place. The 
European Commission proposed corporate taxation 
specific to the digital economy7 to be accompanied by 
a future global minimum corporate tax.8 Corporate 
taxation for digital businesses could also help to reduce 
inequities between countries where digital businesses 
operate and where they pay taxes.9 An additional 
way of giving the people and communities more 
collective control over the profits from data use are data 
commons, in which data and other digital resources 
are governed collaboratively, guided by the values of 
fairness, equality, justice, and sustainability.10

The benefits from digital data and technologies are 
considerable, but they are distributed unequally. At 
the same time, people and communities that bear the 
costs of data use are often left behind. Societies have a 
collective responsibility to ensure that digital practices 
help to improve the lives of all people, and that harms 
are prevented more effectively. Data solidarity provides 
a blueprint of how to make this happen.
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